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- Abstract 
In earlier work, we have described our experiences 
with the use of decision tree classifiers to identify 
radio-emitting galaxies with a bent-double morphol- 
ogy in the FIRST astronomical survey. We now ex- 
tend this work to include ensembles of decision tree 
classifiers, including two algoritbms developed by us. 
These algorithms randomize the decision at each node 
of the tree, and because they consider fewer candi- 
date splitting points, are faster than other methods 
for creating ensembles. The experiments presented in 
this paper with our astronomy data show that our al- 
gorithms are competitive in accuracy, but faster than 
other ensemble techniques such as Boosting, Bagging, 
and Arm4 with h e r e n t  split criteria. 

1 Introduction 
Recent work in classification indicates that signifcant 
improvements in accuracy can be obtained by grow- 
ing an ensemble of classifiers and having them vote 
for the most popular class [3,10, I]. In addition to  the 
improved accuracy, ensembles also have the potential 
for on-line classification of large databases that do 
not fit into memory [4], and can easily be parallelized 
[ll]. In this paper, we compare the performance of 
several algorithms for decision-tree ensembles using 
a classification problem in astronomy, namely, the 
identification of bent-double galazies in the FIRST 
survey. 

The outline of this paper is as follows: In Sec- 
tion 2, we describe the different approaches we can 
use to create ensembles of decision trees. Next, in 
Section 3, we briefly describe the astronomical dataset 

and our approach to classifying bent-double galaxies. 
h Section 4, we compare and contrast the perfor- 
mance of various ensemble techniques, and iinally, in 
Section 5, we summarize our work. 

2 Ensembles of Decision Trees 
The idea behind ensembles of classifiers is simple. h- 
stead of creating a single classifier from a training set, 
we create a number of classifiers and have them vote 
for the most popular class. There is considerable di- 
versity in the way in which ensembles of classifiers 
can be created [7]- In this section, we briefly discuss 
some of the more popular approaches for creating en- 
sembles. 

2.1 Randomizing the 'I!caining Set 

h this approach, each classifier in the ensemble is 
generated using a different sample of the training set. 
This can be accomplished in several ways: 

Bagging: In this approach, a new sample of 
the training set is obtained through bootstrap- 
ping with each instance weighted equally [3]- 
This technique works very well for unstable al- 
gorithms such as decision trees and neural net- 
works, where the classifier is sensitive to changes 
in the training set and SignScantly difFerent 
classifiers are created for different training sets- 
In bagging, the results of the ensemble are ob- 
tained by using a simpie voting scheme. Each 
classifier can be generated independent of the 
other, and randomization is introduced through 
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the random sampling used to create each sam- 
ple of the training set. 

Boosting: In this case, a new sample of the 
training set is obkined using a distribution ba- 
sed on previous results [lo]. Unlike the Bagging 
algorithm, which uniformly weights all the in- 
stances in the training set, Boosting algorithms 
adjust the weights after each classifier is cre- 
ated to increase the weights of misclassified in- 
stances. This essentially implies that the train- 
ing sets for the classifiers have to be created in 
sequence, instead of in parallel, as in the case of 
Bagging. The different weights for the ensem- 
bles can either be directly incorporated into the 
classifier by working with weighted instances, or 
be applied indirectly by selecting the instances 
with a probability proportional to their weights. 
Further, in Boosting, the results of the ensem- 
ble are obtained by weighting each classfier by 
the accuracy on the training set used to build 
it. As a result, better classifiers have a greater 
contribution to the end result than the poorer 
classifiers. There are several variants of Boost- 
ing which differ in the way the instances are 
weighted, the conditions under which the algo- 
rithm stops, and the way in which the results 
&om the ensemble are combined [I, lo]. 
ArcX4: This algorithm is similar to Boosting, 
but instead of using weighted voting, it uses un- 
weighted voting. It was proposed by Breiman 
[5], to test the hypothesis that the success of 
Boosting lies in the adaptive resampling, where 
greater weight was placed on the instances more 
frequently mis-classified so they appeared more 
frequently in the training set. If mi is the num- 
ber of misclassifications of the i-th instance, 
then the probability that it will be selected in 
the next training set is proportional to 1 + m:. 
Note that ArcX4 can be considered a special 
case of the Boosting algorithm, with unweighted 
voting and probabilities determined as above. 

2.2 Randomizing the Classifier 
Instead of changing the input to the classifier, it is 
possible to create the ensemble by changing the clas- 
sifier itself. For example, in neural networks, the ini- 
tial weights are set randomly, thus creating a new 
network each time. In decision trees, instead of se- 
lecting the best split at a node, one can randomly se- 
lect among the best few splits to create the ensemble 
[SI. Another approach would be GO randomly select 

the features used to determine the split at each node 
of the tree 161. 

We also consider two new approaches for intro- 
ducing randomization in the classifier. These were 
developed as part of the Sapphire project [17]. We 
refer t o  these methods as ASPEN, for Approximate 
Splitting for ENsembles (of trees): 

Sampling-based ASPEN: The first approach is 
based on sampling the instances at each node of 
the tree [12]. Instead of using all the instances 
at a node to make a decision, we use only a 
sample of the instances. As the split made at a 
node is  likely to vary with the sample selected, 
this technique results in different trees which 
can be combined in ensembles. There are sev- 
eral ways in which the sampling can be imple- 
mented. For the work presented here, we use 
a fixed percentage of samples at each node of 
the tree and stop the sampling if the number of 
instances at a node is less than twice the num- 
ber of features. We sample uniformly without 
replacement by throwing a biased coin for every 
instance to decide if the instance will be chosen 
or not. 

Histogram-based ASPEN: In this approach, we 
take a simple idea that has long been used to  
discretize continuous variables in decision trees, 
i-e. histograms, and introduce randomness in 
the decision [14]. Instead of sorting each of 
the features to determine the best split for that 
feature, we &st create a histogram for each 
feature. Then, we consider the histogram bin 
boundaries as the potential split points. This 
reduces the computation involved as no sort- 
ing is needed, and instead of considering all the 
points midway between two consecutive sorted 
feature values, we consider only the bin bound- 
aries. Next, to introduce randomness, we se- 
lect an interval around the best bin boundary 
among all the features, and select a point ran- 
domly in this interval as the split point. In the 
eyperiments reported here, we use equal-width 
histograms, with the number of bins chosen t o  
be the square-root of the number of instances at 
a node, and the width of the interval the same 
as the width of a bin. 

. 

In addition to the approaches described in the pre- 
vious two sections, there are several other ways of in- 
troducing randomization in decision trees ensembles, 
for example by changing the features used or by ran- 
domizing the output [12]. However, in this paper, we 
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Figure 1: FIRST Data: Images maps and catalog entries. 

will compare the two techniques proposed as the AS- 
PEN algorithms with the following implementations 
of the three more popular ensemble algrithms: 

0 AdaT3oost as proposed in AdaI3oost.Ml in [lo] 
0 Bagging as proposed in [3] 

0 ArcX4 as proposed in [5] 

These algorithms have been implemented as part 
of the Sapphire software. This software also supports 
several different splitting criteria for making the de- 
cision at a node of the tree, such as Gini, information 
gain, information gain ratio, etc. [15]. In addition, we 
include options to create trees both with and without 
pruning. In this paper, we will consider pessimistic 
error pruning as described in [16]. 

3 The FIRST Dataset 
We conducted our experiments with decision tree en- 
sembles in the context of the classification of radio- 
emitting galaxies with a bent-double morphology in 
the FIRST survey. The Faint Images of the Radio 
Sky at Twenty-cm (FIRST) [2] is an astronomical 
survey using the Very Large Array at the National 
rtadio Astronomy Observatory (http://sundog.stsc- 
i.edu). The FIRST astronomers are surveying more 
than 10,000 square degrees of the sky, to a flux den- 
sity limit of 1.0 mJy (milli-Jansky). With the data 
collected through 1999, FIRST has covered about 
8,000 square degrees, producing more than 32,000 
two-million pixel images. At a threshold of 1 mJy, 
there are approximately 90 radio-emitting galaxies, 
or radio sources, in a typical square degree. 

While radio sources exhibit a wide range of mor- 
phological types, the FIRST astronomers are partic- 
ularly interested in galaxies with a bent-double mor- 
phology, as they indicate the presence of clusters of 
galaxies. Figure 1 has two images that were identi- 
fied manually by scientists as bent-double galaxies. 
This visual inspection of the radio images, besides 
being very subjective, has also become increasingly 
infeasible as the survey has grown in size. 

The data from the FIRST survey is available as 
image maps and a catalog. In Figure 1, we show an 
image map and the three catalog entries correspond- 
ing to one of the bent-doubles present in the image 
map. These large image maps are mostly Uempty”, 
that is, composed of background noise that appear 
as streaks in the image. The FIRST catalog [18] 
is obtained by processing an image map to fit two- 
dimensional elliptic Gaussians to each radio source. 
Each entry in the catalog corresponds to the informa- 
tion on a single Gaussian. This includes, among other 
things, the coordinates for the center of the Gaussian, 
the major and minor axes, the peak flux, and the po- 
sition angle of the major axis (degrees counter-clock- 
wise from North). 

Our approach to mining the FIRST data for bent- 
doubles has been described in detail elsewhere [9, 131. 
Our initial focus was on the catalog data as it was 
easy to work with and a good representation of all but 
the most complex of radio-emitting galaxies. We first 
grouped the catalog entries that were close to each 
other, and then focused on those groups that con- 
sisted of two or three catalogentries. This was based 
on the observation that a single entry galaxy was un- 
likely to be a bent-double, while four or more entries 
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in a galaxy would make it complex enough to be of in- 
terest to astronomers. Tiire next extracted a separate 
set of features for the two- and three-entry g a l a ~ e s ,  
focusing on features such as relative distances and 
angles between entries, that were likely to be robust 
and invariant to rotation, scaling, and translation. 
Separating the two- and three-entry galaxies enabled 
us to have uniform length feature vectors for each. 
However, it also meant that a small training set (313 
examples) was split further inco smaller craining sets 
of 118 examples for two-entry and 195 examples for 
three-entry sources, respectively. Our focus in this 
work is on the three-entry sources, with the training 
set consisting of 167 bent-doubles and 28 non-bent- 
doubles. Note that the training set is unbalanced, 
with far more bent-doubles than non-bent-doubles. 

Once we had extracted an intial set of features, 
we continued refining the features until the cross- 
validation error for a decision tree classifier was re- 
duced to about lo%, a number the astronomers felt 
was sufficient for their use. The tree created using 
this set of features was then used to classify unlabeled 
galaxies. Several of these galaxies were shorn to the 
astronomers for validation. Since we wanted to use 
this new set of galaxies to enhance our training set, 
we selected a higher percentage of galaxies that had 
been classified as non-bents. This process of valida- 
tion is rather tedious and has the drawback of being 
not only subjective, but somewhat inconsistent as the 
labels assigned by an astronomer are subject to the 
drift common to human labelers. Therefore, we were 
able to  validate only 290 galaxies, of which 92 were 
bents and 198 non-bents. We first used these newly 
validated galaxies as a separate testing set. Next, we 
combined this set with the original training set of 195 
instances, and used the combined set of 485 instances 
to evaluate the algorithms using cross validation. 

4 Experimental Results 
We next describe the results of our experiments with 
various ensembles methods discussed in Section 2. 
There are two sets of experiments. The first set cre- 
ates a single tree or an ensemble using the original 
195 instances and tests it on the newly labeled 290 
instances. We present the results for (1) a single tree 
created using exact splitting at each node, (2) a sin- 
gle tree created using histogram-based approximate 
splitting (the best bin-boundary is taken as the split 
point), and ensembles of 10 and 20 trees created us- 
ing the (3) histogram-based ASPEN approach, (4) 
AdaBoost, (5) Bagging, and (6) ArcX4. Since the 
training set was small, we did not try the sampling- 

based ASPEN approach for generating the ensem- 
bles. Mie included the results with (2); i.e. single tree 
with histogram-based splitting, in order to compare 
it with (1); where the single tree was created with 
an exact split at each node using a sort. The test 
error for this set of experiments are given in Table 1. 
These results are obtained after 10 runs. In Bagging 
and histogram-based ASPEN, the randomization of 
the algorithm results in different test error for each 
run. In these cases, the standard error is included as 
well. All results are presented for a tree or ensemble 
created without pruning; since the training set was 
rather small and unbalanced, pruning increased the 
error. 

The ten-fold cross validation error using the 195 
instances for training a single tree was approximately 
10%. The results in Table 1 indicate that if a clas- 
sifier is created using these 195 instances and tested 
on a different set of 290 instances, the error increases 
almost by a factor of 3. These results must however 
be viewed with caution. First, the training set has far 
more bent-doubles (167) than non-bent-doubles (28). 
In contrast, the test set has more non-bents (198) 
than bents (92). As a result, poorer performance on 
the test set might be expected. In addition, a sample 
of the confusion matrices (Table 2) for each of the 
methods indicates that many of the algorithms do 
reasonably well in classifying bent-doubles, with few 
bents classsed as non-bents (considered desirable by 
the astronomers). However, some of the algorithms 
do not perform well in the classification of non-bents. 
For example, using Adaboost, with 10 trees and gain 
ratio as the splitting criterion, only 84 of the 198 
non-bents are identified correctly- This is partly be- 
cause the original training set has far fewer non-bents 
than bents. In addition, the current implementation 
of the splitting criterion does not treat misclassified 
non-bents different from misclassified bents in order 
to handle the unbalanced data set. We plan to incor- 
porate this in a future implementation of our software 
and we expect that this will improve the results. 

There are several other observations we can make 
from the results in Table 1. No splitting criterion 
gives consistently better accuracy for the different 
methods. Gain ratio is better for the histogram-based 
ASPEN algorithm, but worse for a single tree and 
a histogram-based single tree. The least test error 
(26.55) was obtained with histogram-based ASPEN, 
10 trees, using gain ratio for splitting. The best result 
with a single tree was 30.00, and the histogram-based 
single Gree, though approximate, improved the results 
from the single tree for all W e e  splitting criteria. 

Next, we present the result of 10 runs of 10-fold 
cross-validation for the different algorithms using the 
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Method . Gini GainRatio InfoGain 
Single tree 32.41 42.76 30.00 

Histogram-based tree 30.69 34.14 29.31 
Histogram-based ASPEN 10 trees 33.17 27.97 32.93 

Histogram-based ASPEN 20 trees 32.24 26.55 32.28 

Adaboost 10 trees 34.83 43.10 42.41 
Adaboost 20 trees 34.83 42.07 42.76 
Bagging 10 trees 34.72 33.79 36.65 

(0.974) (1.087) (1.61) 
Bagging 20 trees 32.38 32.24 33.65 

(0.486) (0.478) (0.681) 
ArcX4 10 trees 41.38 42.41 38.28 

(0.597) (0.854) (0.565) 

(0.465) (0.465) (0.507) 

ArcX4 20 trees I 34.82 I 39.66 I 38.62 

Table 1: Test error (std error) using different classification methods 

Method 

Single tree 

Histogram-based tree 

Histogram-based ASPEN 10 trees 

Histogram-based ASPEN 20 trees 

Adaboost 10 trees 

Adaboost 20 trees 

Bagging 10 trees 

Bagging 20 trees 

h c X 4  10 trees 

h c X 4  20 trees 

Table 2: Typical confusion matrices (bent, non-bent) for the different classification pethods, corresponding 
to the results in Table 1. The two columns of the top row list the number of bents identified as bent and 
non-bent respectively. The two columns of the bottom row list the number of non-bents identified as bent 
and non-bent respectively. 
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original training set of 195 instances; plus the new References 
validated set of 290 instances. The cross-validation 
error (and standard error) are reported in Table 3. 
Since the data set is now larger, with 485 instances, 
we also report the performance of the sampling-based 

[I] BAUER, E., AND KOHAVI; R. An empirical com- 
parison of voting classification algorithms: Bag- 
ging boosting and variants. Machine Learnzng 

ASPEN algorithm. Id addition, we include results 36, 1/2 (1999), 105-139. - 
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of 10 trees. 
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the following observations. For this dataset, with 
the given set of features and training examples, the 
sampling-based ASPEN approach gave the best re- 
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